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Executive Summary

This report covers Phases Il and Ill of Department of Energy (DOE) award number EE-
0004680. The final report for Phase | is available at the DOE High PV Penetration Portal and
primarily covers PV power plant variability modeling tools and inverter models for power flow
simulation.

One of the significant objectives of the High Penetration solar research is to help the DOE
understand, anticipate, and minimize grid operation impacts as more solar resources are
added to the electric power system. For Task 2.2 an effective, reliable approach to predicting
solar energy availability for energy generation forecasts using the University of California, San
Diego (UCSD) Sky Imager technology has been demonstrated. Granular cloud and ramp
forecasts for the next 5 to 20 minutes over an area of 10 square miles were developed. Sky
images taken every 30 seconds are processed to determine cloud locations and cloud motion
vectors yielding future cloud shadow locations respective to distributed generation or utility
solar power plants in the area. The performance of the method depends on cloud
characteristics. On days with more advective cloud conditions the method outperforms
persistence forecasts by up to 30% (based on mean absolute error). On days with dynamic
conditions the method performs worse than persistence. Sky Imagers hold promise for ramp
forecasting and ramp mitigation in conjunction with inverter controls and energy storage. The
pre-commercial Sky Imager solar forecasting algorithm was documented with licensing
information and was a Sunshot website highlight.

For the purpose of ramp mitigation, this report also presents detailed models developed to
model, interconnect and ultimately operate a photovoltaic (PV) power plant as anticipated in
the DOE SunShot initiative. Power models are used in power system analysis software
packages to assess the impact of the integration of PV systems into existing distribution
networks of power systems. The models presented here are developed in Paladin DesignBase
software but frequently begin in a different modeling application and are then converted to
Paladin DesignBase. To make the models available to a wider engineering community, several
conversion routines were developed (e.g. conversion to OpenDSS, Matlab®/Simulink®, etc.),
discussed, and are reviewed in Chapter 6. The approach and capabilities developed through
the combined research, including the power modeling, forecasting, ramp control and energy
storage (battery charging/discharging), have already been proposed in several projects for
island communities including Puerto Rico, which is widely considered the most stringent and
difficult application for PV integration, control and operation. This work was also largely
presented in the Webinar provided by Power Analytics and attended by over 120 individuals on
March 27, 2013.

In Command, Control and Communications for Power Flow Management, the project team has
focused on implementing an approach that recognizes the dynamic nature of the
interoperability and capability communication requirements. The unique combination of
proposed standards in the system controller maximizes capability within an open architecture
that supports OpenADR, IEEE 2030, IEC 61850, and Legacy Protocols. The Inter-Control
Center Communications Protocol (ICCP) was implemented and was certified by Electric




Reliability Council of Texas (ERCOT), the first Independent System Operator (ISO). It must be
noted that the IEEE 2030 framework also anticipates the adoption of the Common Information
Model (CIM) as a next level of open standard that conforms with the overall strategy of Power
Analytics’ approach. Through an Inter-Control Center Communications Protocol connection it
was demonstrated that a virtual power plant (VPP) can participate in the power market as a
true generation resource for bidirectional communications (virtual point of common coupling).
Demonstrating this approach of generation-to-ISO communication reduces the barriers to high
PV penetration. For example, the Power Analytics proprietary communications interface and
microgrid power management tool was applied and tested through a market simulation with the
California Independent System Operator (CAISO). The use of ICCP as a method for
aggregating distributed generation of any source as developed in this grant is currently
implemented in the ERCOT ISO and has been proposed and reviewed for the Power Analytics
program in the San Diego Naval district.

An energy storage controller function for the master controller that acts upon the forecast has
been completed and published on the High PV Penetration portal. The goal is to determine the
optimal energy dispatch schedule for the battery to achieve load peak shaving (resulting in a
reduction of demand charges), such that the net photovoltaic + storage (PVS) system power
output meets or exceeds the customer load peak. The optimization algorithm leverages day-
ahead PV power output and load forecasts to ensure that the customer load peak is eliminated
or reduced as much as possible, subject to electrical performance constraints of the battery.

In an example considering San Diego Gas & Electric (SDG&E) tariffs, the controller optimizes
battery dispatch based on load and PV forecasts to minimize demand charges. The optimal
storage dispatch schedule for a typical commercial scale PVS system was simulated during
one year, and compared to a simple off-peak/on-peak charge/discharge dispatch schedule that
was generated without any knowledge of future PV power output or customer load. The
analysis shows that the application of solar forecasting to the energy storage dispatch problem
results in significant financial savings when compared with a simple off-peak/on-peak scenario.
Financial savings are realized from a combination of demand charge reduction, time-of-use
price arbitrage and especially reduced battery cycling which results in extended battery
lifetime. A real-time dispatch method based on net-load outperformed the optimization for
small demand charge reduction objectives and large battery sizes. The algorithm was
implemented in a quasi-operational setting and proved to be robust.




1. Introduction

As photovoltaic systems continue to gain a more significant share of the U.S. electricity
generation mix, it becomes increasingly important to better understand the effects of
integrating higher penetrations of PV electricity on the reliability and stability of the electric
power system. DOE’s Funding Opportunity Announcement number DE-FOA-0000085 “High
Penetration Solar Deployment” is the basis of the work centered around real time solar
forecasting combined with highly accurate modeling and control to determine the effects of
high-penetration levels of PV on the system. The previous generation of analysis tools for
distribution system planning must be upgraded with appropriate PV performance models, and
the fidelity of modeling results must be validated using simulations and field data. The goal of
this project is to develop the needed modeling tools for high penetration scenarios of PV on
distribution feeder systems. Adopting suitable reliability criteria for PV generation technologies
on the power system is very important since many utilities in the US are receiving an
increasing number of requests for interconnection of PV plants in their respective power
systems.

The project objectives are to

Develop simulation tools for distribution feeder design by power system designers
Characterize PV variability and develop a cloud tracking and forecast model

Reduce integration costs and remove barriers to high PV penetration

Provide means for the customer to manage power flows and battery storage according
to economic conditions (e.g. dynamic price signals)

The research team consists of prime contractor UCSD and subcontractor Power Analytics.
UCSD is responsible for the overall project management and the modeling and forecasting of
the solar resource. Power Analytics is responsible for power systems analysis and utility
command and control interfaces (Task 3).




2. Accomplishments

The Statement of Project Objectives (SOPO) task statements are provided below.
Accomplishments are presented by subtask in italics.

PHASE Il (DE-EE0004680)

Subtask 2.2. Three-dimensional Cloud Tracking and Insolation Forecast Model: The
purpose of this task is to develop an energy storage controller function of the master controller
that will respond to the cloud detection and forecast system using a three-tiered mechanism.

The energy storage controller function has been completed and applied in a case study
of the Sanyo Energy storage system (Chapter 5).

A real-time observation network of insolation measurements that operates continuously at high
temporal (1 second) and spatial (16 stations over 1200 acres) resolution will be utilized. It is
collocated with a Sky Imager, a ceilometer, and 1 MWp distributed solar PV array.

The sensing infrastructure has been operated and maintained during 2010-2013. The
data are used for validation of the solar forecast in Chapter 4.

Using existing infrastructure at UCSD a generalized real-time cloud tracking and forecast
model will be developed. The energy storage controller function of the master controller will
respond to the cloud detection and forecast system using a three-tiered mechanism. Tier 1 is
the real-time cloud detection, when on a clear day the detection of clouds by a Sky Imager or
satellite will signal the controller to start diverting an appropriate amount of the PV output to
charge the storage system. Conversely, the detection by the Sky Imager of a reduction in
cloud cover will signal the controller to start discharging the storage system in anticipation of a
rapid increase in solar power output. Tier 2 is the three-dimensional cloud position forecast
that uses pattern recognition algorithms to derive cloud motion vector fields from sequential
sky images and forecasts cloud positions for the hour ahead. Cloud height will be determined
by a ceilometer. Given typical reductions in solar irradiance due to clouds, the controller will
compute the amount of storage required to smooth out the PV power production curve. Tier 3
is the power output forecast, which is recomputed as cloud-related solar radiation reductions
are observed at the micro climate stations, the optical depth of each cloud will be computed
and used by the cloud position algorithm to determine expected solar power output at each PV
array for the following hour. This will result in a full three-dimensional model that tracks and
forecasts the movement, optical depth, and shadow locations of individual clouds with respect
to solar PV arrays on the ground.

A three-dimensional cloud forecasting model has been developed and validated at the
UCSD solar energy testbed (Chapter 4). From UCSD sky images, clouds are detected,
cloud velocities and optical depths are estimated, and cloud shadows are projected onto
maps of photovoltaic arrays. The cloud forecasting model has been implemented at
UCSD’s 1.2 MW distributed photovoltaic arrays. The pre-commercial Sky Imager solar
forecasting algorithm was documented with licensing information and was a Sunshot
website highlight.




Task 3.0 Command, Control and Communications for Power Flow Management

Table 1 Definition of Terms

UCCI Utility Command/Control Interface

System Controller Communications master integrated into the micro grid master controller

(0N} Open Systems Interconnection Model established by the International
Organization for Standardization

7 Layer Model OSI Standard abstracted into (1) physical, (2) data link, (3) network, (4)
transport, (5) session, (6) presentation, (7) application

SOA Service Oriented Architecture is principles and methodologies for
designing and developing software in the form of interoperable services

ERCOT Electric Reliability Council of Texas

The Utility Command/Control Interface (UCCI) establishes a common interface for bi-
directional communications between the system controller (SC) and the electrical power
service provider or utility.

A UCCI that establishes a common interface for bi-directional communications between
the system controller (SC) and the electrical power service provider or utility was
developed by Power Analytics. Each service provider and utility typically requires their
own certification process and agreement on the blocks supported. Power Analytics used
the ERCOT validation process for the first Inter-Control Center Communications
Protocol (ICCP) implementation, as the ERCOT definitions and performance
parameters are the most stringent and performance oriented. The ICCP connection is
primarily for the system controller to the utility or service provider. The device level
protocols are translated to the device (system controller to the device). ICCP is the first
level of system controller to utility or service provider in the IEEE 2030 framework. This
ICCP implementation is IEC 60870-6 TASE.2 Blocks 1, 2, 3, 4 & 5 and can be either
client or server.

The UCCI’s operation complies with the OSI seven layer model and utilizes non-proprietary
methods whenever possible. The UCCI application layer defines a structure and method to
process price signals from the utility or RTO/ISO, energy dispatch signals from the utility or
RTO/ISO, acknowledgements with the utility or RTO/ISO, system performance and status from
the PV system to the utility or RTO/ISO, metered performance to the utility or RTO/ISO and/or
third party certification, operating software upgrades from the utility or RTO/ISO to the PV
system, and the demand management gateway to the user premises. The UCCI also
incorporates other modes of operation depending on local and external conditions, including:

¢ Net Metering (when the utility grid is viewed as an infinite source or sink for power);




Power Analytics has implemented the ICCP testing and support for a specific
General Electric (GE) meter to validate the net-metering performance. The
primary goal of the service-oriented architecture (SOA) is to translate secure
requests and data from supported devices and protocols (including photovoltaic)
through the ICCP connection. This interconnect includes OpenADR (DRACS) for
OpenADR devices and as an emulation through to the service provider. In this
manner, Power Analytics maps the existing protocol and interconnect to the
device (PV inverter) through the ICCP connection. The Power Analytics SOA is
intended to directly support other emerging standards as part of the IEEE 2030
framework.

o Utility Dispatch Source (where the utility is always sourcing some energy to the local
load) and Utility Dispatch Sink (where the PV system is always sourcing some energy to
the utility grid, to the extent that local energy is available);

A primary capability of the system controller is to both optimize the energy
resources and provide a communications link directly to inverters (PV) and other
control devices. The following critical SOA elements reflect this capability:
connection to the utility or service provider (ICCP) and connection to the inverter
(IEC 61850, Modbus, OpenADR or proprietary device protocol). The targets and
the controls are defined in the utility or service provider connection and then
mapped to the device with control commands.

e Price Signal (which allows the PV system to determine when favorable economic
conditions warrant a particular energy flow action); and Override (when the customer
takes total control of operation regardless of utility dispatch of price signals).

The existing ICCP (IEC 60870-6 TASE.2) includes definitions for real-time price
signals, Locational Marginal Pricing and extended block support. The system
controller can virtualize the PV resources as well as storage and other
generation/load resources. The real-time optimization of these resources can be
represented to the utility or other provider in the form of specific resources or
virtualized resources depending on the level of control and interconnect to the
devices. Inherent in the architecture is the ability to automatically or manually
override automatic operation independent of the utility price signals. The
simulation environment (blackboard) of the system controller allows the operators
to simulate an override to see what the impact will be before executing the
override.




PHASE Il (DE-EE0004680)
Task 4.0 Field Testing and Validation of the Suite of Models

The purpose of this task is to field-test and validate performance of the models and distributed
energy storage and PV to electric vehicle charging as mitigating measures at its existing 1 MW
(total at seven sites) and potentially at its 900 kW (total at five sites) of PV.

The BMW B2U installation at the UCSD campus is a 100kW, 160kWh battery energy storage
system with existing photovoltaic- system and inverter integration (AC) a battery backed up
Level Il EV charger. The system was used to demonstrate integrated operation of energy
storage with solar PV. If we are to enter into the new battery second use market segment it is
imperative that we understand the opportunities and challenges from a technical and
operational standpoint. Critical parameters within the value chain include the technical
requirements for system integration and secondary use. This includes component
requirements and control strategy of the system, and load profiles and market value of
stationary applications.

To better understand these requirements UCSD installed the first commercialized Battery 2™
Life system together with the California Center for Sustainable Energy (CCSE), and National
Renewable Energy Laboratory (NREL). The following objectives were addressed:

e |dentify use cases in various market segments

e Development of control algorithm for balancing and State of Charge (SOC) calculation
for second use systems.

After baseline health characteristics of the battery were established, energy storage application
duty cycles were tested. A regulation energy management (REM) duty cycle and a demand
charge management duty cycle were performed. For demand charge management, the system
responded in real-time to campus resources, particularly building loads and solar generation
resources. Further a solar PV firming application was demonstrated.

Energy storage controllers to firm demand charge savings of solar PV were tested in a
guasi-operational setting for two months.

The resource models developed under previous tasks will be used to predict solar electric
output under high PV penetration levels, and will be verified against actual PV system
performance based upon the micro climate stations’ forecast and resource models as well as
newly developed high resolution datasets. A comprehensive evaluation of a solar forecasting
method would require one year of data. However, compiling the Sky Imager forecasts is very
complex and time intensive. Different cloud heights, aerosol content of the sky, and instrument
limitations (especially the shadowband which blocks the sky view) require manual adjustments
and quality control of the forecast. UCSD is currently working on improvements to the method
that would allow more accurate ‘on-line’ forecasting. Under Phase 3, Task 4.0 Field Testing
and Validation of Suite of Models UCSD will conduct a more thorough evaluation using
forecasts at UCSD.
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Sky Imager forecasts were evaluated during two months, November 2012 and June
2013.

Task 5.0 Raise Situational Awareness of Virtual Power Plants and Microgrids by
Distribution Utilities and RTO/ISOs

The purpose of this task is to perform real-world simulations, evaluating and verifying microgrid
renewable integration operations in a controlled and well-instrumented environment and to
raise the awareness and understanding of the RTO/ISO operators.

Power Analytics has successfully implemented the VPP interface with one ISO as a
direct result of the goals of this program. The example of the ERCOT ISO represents a
step function in integration of a Virtual Power Plant in the North American networks.
This same capability has been proposed in other NERC/FERC related applications,
including the opportunity for situational awareness that does not require market
participation or control but represents secure communications via existing
communications standards and is based on the overall architecture provided by Power
Analytics and UCSD.

The anticipated proliferation of Distributed Energy Resources (DERS), including, but not limited
to, distributed energy storage and electric vehicles, has the potential to significantly complicate
or enhance the operation of local electricity distribution networks and transmission grids.
These DER resources are smaller than traditional central-station generating plants and are
frequently connected to the local distribution network, rather than to the transmission grid.
Some of them will be “behind the meter,” where they will not even appear as supply, but as
load reductions. Several issues need to be addressed to enable the distribution grid and
Regional Transmission Operators/Independent System Operators (RTO/ISO) to maintain the
appropriate level of situational awareness. With greater penetration of DERs, observability,
dispatchability, and permitted autonomous actions by DERs must be established. One
approach to addressing these issues is to organize the DERs into structures that can be more
easily characterized and understood. Three such structures are virtual power plants,
microgrids and aggregations.

The first and most extensive of these is aggregation as a demonstration for an 1SO.
Power Analytics has successfully deployed an aggregated virtual power plant (VPP)
with a municipality. A simple block diagram architecture is:

11
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Figure 1. Block diagram architecture.

This configuration has been operational for 12 months and illustrates the integration of
virtual resources into the mainstream of power generation and distribution at the retalil
level.

This project will raise the distribution and RTO/ISO operators’ understanding of Virtual Power
Plants (VPP) and microgrids to a level that will permit these resources to become competitive
operational assets for power generation, demand response and ancillary services responding
to dynamic price signals. This will be accomplished by performing real-world simulations,
evaluating and verifying microgrid renewable integration operations in the controlled and well-
instrumented environment on UCSD’s microgrid. The demonstration will incorporate renewable
resources including solar PV coupled with advanced energy storage and demand response to
test the ability of the microgrid to adjust its internal operations. Adjustments made will stabilize
the variable renewable generation and allow the local utility to better balance their networks
and the RTO/ISO to reliably schedule and dispatch the microgrid. A similar test will be
performed for a VPP, including storage and load management capabilities with local thermal
generation. This additional generation will simply appear to the system as supply and be
modeled and dispatched within the RTO/ISO systems in exactly the same manner as any
generation resource.

The primary accomplishments toward this goal have been in the simulation and
planning for the UCSD microgrid. All advanced capability required for controllable
resources is dependent on high quality, high availability of data streams at the Virtual
Power Plant. There are extensive upgrades and enhancements that are required to the
existing infrastructure of UCSD that are critical to increase the accuracy and reliability
of real time sensor and meter data from the existing infrastructure. As the infrastructure
is undergoing upgrade, focus has shifted to specific critical elements, including the

12



control and testing of energy storage integrated with photovoltaic power. That testing
and integration is also documented in the 2nd Life Battery program and integrated into
the UCSD Microgrid as a controllable resource.

The software infrastructure is in place at UCSD to enable VPP level integration for
ancillary services and dynamic price signals, but no contract is currently in place with
SDG&E for actual market participation except in the existing Direct Access program and
demand response.

The additional simulations and research have led directly to studies and capabilities
included in this report and are integral to the advanced modeling and forecasting.

13



3. Command, Control and Communications for Power Flow Management:
Utility Command/Control Interface and Situational Awareness (Tasks 3 and
5, PA leads)

3.1. Introduction

In order for advances to occur, or to develop in power systems modeling and hardware
systems, a critical step is the communication or interconnects of these systems to the utility or
bulk grid. There are focused efforts by organizations such as National Institute of Standards
and Technology (NIST) (in particular the Smart Grid Interoperability Panel (SGIP)), IEEE, and
IEC, all working to address the depth and breadth of existing and proposed standards for
interoperability. A brief listing of the standards, options, agencies, and organizations that are
engaged in this effort is included in Appendix A.

This effort has been specifically focused on achieving and delivering an interconnect strategy
consistent with the requirements of Task 2, that includes implementation and verification in
Phase 3 of research. While implementation is the goal, it is also important to support specific
interoperability architectures that are consistent with the goals of the research and the goals of
the larger standards being proposed.

On September 10", 2011, the IEEE Standards Coordinating Committee 21 (Fuel Cells,
Photovoltaics, Dispersed Generation, and Energy Storage) published IEEE 2030™-2011,
representing what the authors believe is the most comprehensive architecture for
interoperability. The IEEE 2030 standard does not recommend specific technologies, but
rather it provides guidelines and use cases that are relevant and in sufficient detail to be used
in architecting a solution.
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PEV = Plug-in electric vehicle
N = Other smart grid applications

Figure 2 - Evolution of smart grid interoperability®

The specific requirements of this report and the implementation are a subset of the IEEE 2030
report with the significant additional elements that the system must be installed, operational
and capable in Phase 3 of the program. To accomplish this, the proposed implementation
addresses the following:

e Physical infrastructure is an existing microgrid with legacy equipment and networks that
cannot be removed or significantly modified as part of this research. Cost and time are
always barriers to advanced technology.

e The electrical power service provider (utility) is SDG&E. However, the solution must
have broad industry acceptance, leverage existing utility integration capabilities, and be
consistent with accepted standards and protocols.

e The microgrid system (or System Controller) must also meet the operational standards
of the UCSD cyber security, and performance of an existing mission-critical facility
without interruption.

The overall architecture being deployed treats the infrastructure of UCSD as a “Virtual Power
Plant” or VPP to aggregate the load and generation sources of UCSD, and present a single
point of interconnect for the bidirectional communications.

3.2. Virtual Power Plant (VPP)

Service Oriented Architecture (SOA) — “The interoperability services in the System
Controller (SC) is foundational to the VPP”.

Power Analytics software architecture is based on a Service-Oriented Architecture (SOA) that
connects services to analytics, devices, and systems.

12030-2011 - IEEE Guide for Smart Grid Interoperability of Energy Technology and Information Technology Operation with
the Electric Power System (EPS), End-Use Applications, and Loads, ISBN 978-0-7381-6728-2, STDPD97148

15



Examples: OSlsoft PI
Foreseer
Automsoft
Wonderware

Standards & Protocols

w3 1CCP (Intercontrol Center
=5¢ Communications Protocol)

Data Historian

----------

nector

Real-time model [

Power Analytics Platform

Utilities / 1ISO / Market

Real-time Systems

Figure 3 — Power Analytics Gateway Service Oriented Architecture

ete eways
eg.,
Real-time Devices

The elements of this architecture that are most relevant are the following:

e OpenADR — The OpenADR is an open standard for demand response in the California
electric market. OpenADR implements specific connectivity for server-based connection
to the ISO or utility (Demand Response Automation Server (DRAS)) and client
connection. Both OpenADR server and client protocols are being implemented by
Power Analytics as part of the Utility Command and Control Interface (UCCI)
development.

e |EC 61850 — The 61850 standard and related standards provide a highly functional
interoperable communications protocol. The original standard was intended for high-
speed, reliable communications with substations, but has expanded to including
mapping for other device level protocols. The IEC 61850 is also a focus of the UCA
International User Group (UCA-UG) in the standards for the Common Information Model
(CIM) for Smart Grid Interoperability. Power Analytics currently offers 61850 interface
capabilities as a part of the SOA architecture

e OPC - OLE for Process Control or OPC is a standard for open interoperability, originally
for manufacturing, but significantly expanded to include building management, process
control, discrete manufacturing, and others. Power Analytics currently offers OPC
connectivity directly to the SOA architecture.

¢ MODBUS - Modbus is a legacy communications standard still widely used in power
metering and process control systems. Power Analytics currently offers Modbus
interface as a part of the SOA architecture

e DNP3 — Distributed Network Protocol (DNP) is an advanced communications protocol
also prevalent in Supervisory Control and Data Acquisition (SCADA) systems in
particular, for utilities and process control. Distributed Network Protocol 3 is also

16



published as IEEE Std 1815-2010. Power Analytics currently offers DNP3 interface as a
part of the SOA architecture

e |CCP — The Inter-Control Center Communications Protocol is used globally by utilities
and generators as a primary method for generation, transmission, and distribution data
exchange. What differentiates ICCP from other methods of communications is
addressed in detail within Section Il1.

One of the primary benefits of the virtual power plant concept is the ability to aggregate a wide
variety of generation and loads to provide a single representative stream of data from the
premise to the utility. The aggregated VPP information is of significantly greater commercial
value to the utility or power service provider when it can be treated like any other generation
source to the operator.

This distinction creates value to both the VPP owner/operator and the utility or service
provider. Since ICCP is an existing integration structure and is already well established, the
barrier of entry for the VPP unit for market participation is low. The relevance for high-
penetration solar is the operational and economic benefit derived from combining the VPP
capability with the bi-directional communications through the ICCP standard.

Figure 4 - Virtual Power Plant Aggregation Figure 5 - ICCP Connection Controllable Load
Resource (CLR)
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The concept of a VPP is at the center of advanced planning and operational models for
utilities, generators, and retailers for a very good reason. A VPP can be an aggregation of
assets based on financial or physical resources, but the real benefit comes when both are
possible.

In the physical model, the System Controller (SC) is the aggregation point for load and
generation resources including solar. More than just aggregation though, the detail or
granularity provided by the SC is exactly what is needed for the virtual power plant to operate,
or appear as a true generation resouce. A well-behaved VPP is an invaluable asset to the
utility or service provider because it can be more than a demand response. Since aggregation
results in more accurate net load forecasting, and the response time is within the requirements
of other physical generation plants, the VPP is also more highly compensated financially. In
fact, the appropriate level of interoperability allows the utility to interface directly with the VPP
SCADA (supervisory control and data acquistion) systems and DMS (distribution management
systems).

The SC is also the branch-off location of the power network model which includes the specific
inverter designs, and the aggregation point of the solar irradiance data. Again, it is this type of
granularity that not only increases the value to the utility or service provider, but concurrently
increases the financial value of the VPP to its owner, and by association, supports high
penetration solar. Increased accuracy, forecastability, and interoperability all directly serve to
increase the value of the VPP and renewable resources in particular, as a function of the
overall utility or service provider portfolio of available assets.

The combination of the real-time power model, the real-time solar irradiance data, and the rest
of the power infrastructure are all relevant to bi-directional communicatons. In effect, ICCP
from the System Controller to the utility or service provider is the interoperability equivalent of
point of common coupling to the same utility or service provider.

The SC also functions as the load/generation model balancing for photovoltaic on the virtual
power plant.
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Figure 6 - System Controller as Virtual Power Plant Figure 7 - Cost Advantages of a
Virtual Power Plant

Accurate net load forecasting is a difficult process under normal circumstances. The impact to
utilities and service providers is compounded with generation or loads that are not aggregated
because the burden falls almost exclusively on the utility or service provider. The market
structure and opportunities for generation and controllable loads reflect the risks for the utility or
service provider; therefore, any and all structures that minimize risks for the utility or service
provider are reflected in the market value of the resource. The promise of a virtual power plant,
regardless of how the VPP is organized (as an operational VPP or a financial VPP) is to reduce
the risks and increase the economic benefit for the VPP. Perhaps nothing demonstrates the
economic benefit more than the significant price differential between the normal curtailment
types of demand response, and the more lucrative generation programs.

Increasing the penetration of photovoltaic energy generation is impacted by many factors.

This research is concerned specifically with the definition, development, and implementation of
a secure, bidirectional, and open architecture communications capability for the command and
control of generation and load resources generally, and photovoltaic resources specifically.
The economic value of this has a quantifiable and direct economic impact on the level of solar
penetration, and an indirect impact on the adoption rate of distributed generation resources.
The intent is not to produce a pro forma financial model so much as to recognize that the
ability to allow the virtual power plant/microgrid to operate as a generator provides a structure
and economic incentive for increased photovoltaic penetration.

3.3. ICCP: Interoperability for Utilities and Service Providers

As important as the modeling for power impact, cost of deployment, and performance
capability of photovoltaic is, the method or methods of interconnecting with utilities is as
essential. The Inter-Control Center Communications Protocol (internationally IEC 60870-6 or
Tase 2) is unique in its widespread adoption and use globally. The critical elements include:
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e [CCP is capable of working across both LANS (local area networks) and WANS (wide area
networks)

e |CCP uses TCP/IP (OSI 7 layer communications standard)

e |CCP has secure options and the operational redundancy that is required for
communications and control of resources.

e |CCP “normalizes” the interconnect and interoperability of the controlling entity and the
virtual power plant. In effect, ICCP defines the “how”, so that all activity is focused on the
“what”.

e |CCP is supported in ALL tariff structures so that regulatory compliance is not a gating item
to implementing high penetration solar as part of a virtual power plant.

Power Analytics has implemented an ICCP interconnect (TASE 2) and achieved qualification
of this interface in 2012 as part of work with Consert and utilities in the Electric Reliability
Council of Texas (ERCOT) market. Power Analytics is also working towards certification with
additional utilities (SDG&E) or regulatory associations (PJM and CAISO). The capability
created by Power Analytics is broad and unique, as the SOA framework is deployed at UCSD
and in a network operations center in the Mid-Atlantic region.

A significant element of an ICCP connection is the creation of so called “Bi-Lateral Tables”
(BLT). The BLT is in essence the agreement between the two subscribing entities about what
information will be exposed by both parties. The Power Analytics ICCP supports multiple BLTs
so that a single instance of the Power Analytics ICCP interface can connect to multiple service
providers.
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A requirement of Power Analytics ICCP is to support Controllable or Curtailable Load
Resources (CLRs). The ERCOT definition of a CLR is a Load Resource capable of controllably
reducing or increasing consumption under dispatch control (similar to AGC) that immediately
responds proportionally to frequency changes (similar to generator governor action). This
requirement is fundamental to a high speed and secure connection because the CLR requires
a two-second response time.
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Power Analytics has included management data to measure the network performance from
command issued to command received in less than two seconds. The responsiveness of the
system is a requirement for all ancillary services regardless of the location. For example, with
Frequency Response with ERCOT, generator turbines are required to operate with governors
in service that increase or reduce generation automatically (governor response) if and when
the ERCOT frequency deviates from 60 Hz by more than 0.036 Hz.

This responsiveness includes droop response (defined as the percentage of frequency decay
that will tend to cause a turbine generator to increase its output 100%). For example, if
frequency drops from 60 Hz to 59.7 Hz, a 100 MW turbine generator with a 5% droop setting
should increase its generation output by (0.3 Hz / 3 Hz ) x 100% x 100MW = 10MW. Similarly,
a VPP must be able to automatically, immediately, and proportionally respond to frequency
deviations while providing Ancillary Services.

3.4. Implementation and Validation

While not a requirement of the ICCP connection, the validation begins with the creation of the
target power network model including all the resources (generation and loads) that will be part
of the overall solution. This includes the solar inverter models specific to the manufacturers, and
the location of the PV on the power network. The overall capability of the virtual power plant is
what determines the participation of the VPP as an aggregated resource, and not necessarily
limited by any one resource (including all generation and load resources that will be part of the
ICCP commitment).

Definition of the Bi-Lateral Tables and ICCP Blocks supported: Every ICCP controlling entity
will have specific control blocks (Power Analytics supports IEC 608770-6 TASE 2, blocks
1,2,3,4 and 5) but the bi-lateral tables and the definitions must be created for each instance.
Power Analytics is both client and server for ICCP.

The process steps for creation and integration of a Power Analytics VPP are as follows.

(i) Create a model of the electrical network with all electrical characteristics of each component
as shown in Figure 10.

(i) Integrate the real-time data from the microgrid or VPP to become part of the forecast for
generation and load, the operator interface and contingency planning of the VPP. Connect to
the controlling operator via ICCP, or become situational awareness via the same IEC 608770-6
TASE 2 interface.

(iii) Initiate the process with the target Utility or Service Provider that will be the ICCP
connection. For illustrative purposes only, the initiating process for ERCOT is shown below:
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Figure 11 - Real-time data of the Power Network is translated through ICCP connection(s)

Market participants are required to use the ERCOT WAN for exchanging data with ERCOT via
ICCP. The data to be exchanged is defined in the ERCOT ICCP Communications Handbook
Version 3.02. In order to initiate the connection process, market participants must complete
and submit a “WAN application.”
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3.5. CAISO trial to raise situational awareness of Virtual Power Plants (VPP) and
Microgrids

The purpose of task 5 was to raise the situational awareness and understanding of the
RTO/ISO of solar distributed energy resources (SDER). SDERs are often “behind the meter,”
where they will not even appear as supply, but as load reductions. With greater penetration of
SDERs observability, dispatchability, and permitted autonomous actions by DERs must be
established. One approach to addressing these issues is to organize the DERS into structures
that can be more easily characterized and understood.

As part of this project UCSD provided the CAISO access to its OSI server database to monitor
microgrid operations. The purpose is to enable CAISO to achieve a Deep Situational
Awareness of the performance of UCSD’s distributed energy resources particularly during
demand responses called by CAISO and Critical Peak Pricing called by SDG&E. The fact that
both CAISO and UCSD utilize OSlsoft’s Pl software permits CAISO to be issued a UCSD user
password which enables CAISO personnel to observe the UCSD microgrid at any metered level
of granularity of distributed energy, resources including energy storage, that is typically not
observable since it is behind the utility meter. This top down vantage point provided to CAISO
also enables analysts to later request the data files of particular events or equipment through
secure data delivery protocols.

As part of the effort to understand how virtual power plants and microgrids with high PV
penetration would operate in within a RTO/ISO, UCSD completed a market simulation exercise
with the CAISO.

The CAISO is developing new markets for wholesale products and other California
opportunities for integrating their Microgrid as well as informing tasks identified in the DOE PV
High Penetration projects. UCSD received training, participated in CAISO market simulation,
and explored market integration opportunities.

UCSD’s stated objectives were to:

e Observe various market participation options for Microgrid capabilities with both Proxy
Demand Resource (PDR) and Non Generator Resource (NGR) including both NGR
options, Regulation Energy Management (REM) and Non-REM.

e Obtain a “clean” AGC data set for NGR operating in REM option for Frequency
Regulation participation.

e Obtain “Bid to Bill” data for various products on both resource types.

To fulfill these objectives, UCSD participated in CAISO market simulations. CAISO operates
these simulations on a periodic basis to test the deployment of new market features. Market
simulations utilize the Market and Performance Stage (MAP Stage) test environment and
typically run bid to bill scenarios to demonstrate the full integration of the new feature prior to
release to production. While the Fall 2013 market simulation was not specifically testing
specific features associated with microgrids, demand response or energy storage it provided an
opportunity to create pseudo-resources to best represent UCSD microgrid market capabilities
and see those resources in a near production environment from bid to bill. Participation in the
market simulation provided an opportunity to learn more about how UCSD microgrid and VPP
market capabilities could interface in the market without the risk and the expense of
participation in the production market.
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The creation of the NGRs required inclusion in the full network model that is used in the market
simulation environment. CAISO personnel outside of the modeling group assisted in
development of NGR market models for UCSD for the market simulation. Similarly the CAISO
assisted UCSD and its consultant to develop the Proxy Demand Resource Model (PDR) that
was placed into the market simulation. The market simulation of the UCSD microgrid was
conducted during the months of September through October of year 2013.

The results of the market simulation did provide a number of data points supporting basic
market familiarity and that begin to inform the potential of market participation. In specific, the
frequency regulation test of the UCSD NGR resource was completed successfully when it ran
on a simulated AGC signal and showed similar patterns as other AGC scenarios observed in
previous market simulations.

Results from the market simulation frequency regulation test provide insight into how an energy
storage resource might operate in the market when providing frequency regulation. Figure 1
shows a representative example of regulation dispatch during the period when the CAISO
operated the scenario. The AGC line shows dispatch within the discharge and charge range of
the resource while the green field shows how the result of the 50% rule under the Regulation
Energy Management (REM) option maintained the State of Charge near the midpoint of the
registered storage capacity of 20 MW.
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Figure 12: Energy storage state-of-charge (SOC) and CAISO AGC control signhal and actual performance.
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3.6. Conclusion

The ability to bring solar resources into a virtual power plant enables the VPP operator to
participate in the most significant financial structure defined in North America and beyond, when
the VPP can be operated as a true generation resource, and not a discounted connection.
While all the connectivity options are important toward the goal of increasing solar penetration,
none is more important than the ICCP connection for true bidirectional communications. The
distinction of using this existing standard in a new way reduces the barriers of entry for solar
energy, and facilitates the advancement of the science and goals of the high penetration solar
initiative. Power Analytics has implemented IEC 608770-6 TASE 2 standard in the RTO/ISO
application and has proposed providing similar capability for UCSD and the Department of
Defense.
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4. Three-Dimensional Cloud Tracking and Insolation Forecast Model (Task
2, UCSD leads)

In this section a three-dimensional cloud forecasting methodology based on Sky Imagery and
its implementation at the UCSD campus is presented. Solar forecasts are used with a battery
dispatch controller to optimize the net present value of a PV+battery storage system.

4.1. Introduction

Integration of large amounts of photovoltaic (PV) systems into the electricity grid poses
technical challenges due to the variable nature of the solar resource. The ability to forecast
solar irradiation will allow grid operators to better accommodate the variable electricity
generation in their scheduling, dispatching, and regulation of power. Currently, physically
based forecasting is primarily conducted using numerical weather prediction (NWP) and
satellite cloud observations. NWP provides information up to several days ahead; however
there are significant biases and random errors in the irradiance estimates (Remund, Perez, &
Lorenz, 2008) (Lorenz, et al., 2009) (Perez, Kivalov, Schlemmer, Hemker Jr., Renné, & Hoff,
2010); (Mathiesen & Kleissl, 2011). The spatial resolution of NWP is coarse at about 100 km?,
but there is active research on high-resolution rapid refresh models with grid cell areas of less
than 10 km? (Benjamin, et al., 2010) (Lara-Fanego, Ruiz-Arias, Pozo-Vazquez, Santos-
Alamillos, & Tovar-Pescador, 2011). Either way, most clouds will remain unresolved in NWP.
Frozen cloud advection based on GOES satellites images can provide accurate forecasts up to
six hours ahead (Perez, Kivalov, Schlemmer, Hemker Jr., Renné, & Hoff, 2010) (Schroedter-
Homscheidt, Hoyer-Klick, Rikos, Tselepsis, & Pulvermiiller, 2009) at a resolution of 1 km?.

To achieve high temporal and spatial resolution for intra-hour forecasts, NWP and satellite
forecasts are currently inadequate. Ground observations using a Sky Imager present an
opportunity to fill this forecasting gap and deliver a sub-kilometer view of cloud shadows over a
central PV power plant or an urban distribution feeder. In this report, intra-hour cloud shadows
and irradiance forecasting is demonstrated for the UCSD microgrid.
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Figure 13 - Map of UCSD showing Sky Imager (USI) Figure 14 - UCSD Sky Imager (USI)

and weather stations. © Google Maps, 2013.

4.2. Three-dimensional Cloud Forecast Model

A rooftop mounted UCSD-designed and constructed sky imager (USI, setup at 32.8852°N,
117.2400°W, 124 m MSL) has taken images of the sky over UCSD since August 2009 (Figure
13). The instrument consists of a spherical mirror and a downward pointing camera. Images
are taken every 30 seconds when the sun is above an elevation angle of three degrees.

To obtain cloud locations in the image, a clear sky library (CSL) (based on (Shields, et al.,
Research toward Multi-Site Characterization of Sky Obscuration by Clouds, 2009)) as a
function of zenith and sun-pixel-angle was established from images on a clear day. A
background image that would be expected for clear skies is then generated for each sky image
based on the current solar zenith angle (Figure 15b). The CSL threshold is defined to be the
red-blue-ratio (RBR) in the clear sky background image in addition to a threshold value. A pixel
is classified as cloudy if its RBR (Figure 15c) is larger than this CSL threshold. In general, the
method using the CSL is able to detect white opaque clouds accurately. However, within the
circumsolar region, thick dark clouds cannot be identified since they have a lower RBR than
the CSL threshold. Therefore, a sunshine parameter (Pfister, McKenzie, Liley, Thomas,
Forgan, & Long, 2003) is used in addition to the CSL to improve cloud decision in the
circumsolar region. The sunshine parameter is computed as the average RBR of the pixel area
around the sun position (indicated in Figure 15a) and it is typically small when the sun is
obscured. Pixels with RBR > sunshine parameter are classified as cloudy even if the CSL
indicates otherwise. By adding the clouds detected using the CSL (Figure 15e) to the clouds
detected using the sunshine parameter (Figure 15d), the overall cloud decision image is
obtained (Figure 15f).
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Figure 15 - Processing chain of a sky image on October 4, 2009 15:45:30 PST (a) to obtain the cloud
decision image. The sunshine parameter is 0.85 and is evaluated around the sun position indicated by
the blue cross. The dotted black lines show the borders of the circumsolar region defined as solar
azimuth +£35° and the solid black line shows ZA at 65°. (b) Clear sky RBR (colorbar) background image
plus the threshold. (c) RBR (colorbar) image. (d) Pixels in (c) with RBR > SP or (e) RBR > CSL
threshold are assumed to be cloudy. (f) Shows the final cloud decision image. White areas are clouds
and blue areas are clear skies.

The cloud decision image is transformed to sky coordinates (X,y) to geolocate clouds for cloud
shadow mapping and forecasting using a geometric transformation that assumes constant
cloud base height (CBH, AH) throughout the image. The sky coordinate cloud decision image
(hereinafter cloud map) is restricted to ZA less than 65° since the coordinate transformation
near the horizon is not valid (Beaubien & Freedman, 2001).

Cloud velocity and direction of motion is determined through the cross-correlation method
(CCM) applied to two consecutive sky images (Hamill & Nehrkorn, 1993). Before applying the
CCM, images are projected into sky coordinates to remove geometric distortion. The projected
sky image is partitioned into subsets of pixels of equal size such that each subset is about 1%
of the sky image area. The CCM finds the position that best matches each given subset of
pixels in the previous sky image within the current image (Figure 16). The CCM yields a wind
vector (direction and speed) with the largest cross-correlation coefficient that specifies the
guality of the match. Assuming spatial homogeneity of cloud velocity, the vector field obtained
through the CCM is further processed using several quality controls to yield an average cloud
velocity across the image.
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Figure 16 - lllustration of the cross-correlation method using two images on October 4, 2009 at 16:18:30
(a) and 16:19:00 PST (b). Each subset of pixels from (a) is correlated to (b) within a search distance. The
location of the highest correlation is found and a motion vector is defined for each box. The cloud
velocity determined from this pair of images was 5.2 m s, While the method is illustrated here on a full
color sky image, the method is actually applied to the coordinate transformed red channel image.

To forecast cloud cover, the cloud map at time ¢, is advected at the speed and direction of the
global vector determined from cross-correlating the images at time t, and t, — dt (dt = 30
seconds). The quantity being forecast is the average GHI over one pixel of the Sky Imager.
The size of the pixel (and its corresponding footprint on the ground) linearly increases with the
cloud height and increases from the center of the image (straight overhead) to the horizon. For
typical cloud heights the pixels near the center cover about 5 x 5 m and the pixels near the
useable horizon (defined as 65° zenith angle) are about 100 x 100 m.

4.3. Error Metrics

Since many inputs contribute to USI forecast accuracy, forecast validation was conducted in
two parts in order to identify the main error sources and their effects on the final forecast. First,
outputs from steps which are based solely on image analysis were analyzed to assess
performance of the cloud decision and cloud motion algorithms. Second, time series
constructed from 0-, 5-, 10-, and 15-minute forecasts were validated against measured data
collected by the six ground stations. To avoid disproportional weighting of data near solar
noon, validation was performed on clear sky index kt rather than GHI. Ground station kt time
series were constructed by subsampling measured data at image capture times.

4.3.1. Validation using Actual Sky Image at Forecasted Time

As in (Chow, et al., 2011), two quantities were used to characterize the performance of image-
based algorithms: matching error and cloud-advection-versus-persistence (cap) error. The fh-
minute forecast cloud map generated at time to was overlaid onto the actual cloud map at time
to + (fh min) in order to determine pixel-by-pixel forecast error, or "matching error.” No
distinction between thin and thick clouds was made in determining matching error; a pixel is
either cloudy or clear. Matching error was defined as:
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em = L2 % 100%, Equation 1
Ptotal
Cap error was computed in order to determine whether cloud advection improves forecast
performance by comparing the number of falsely matched pixels of the fh-minute advection
forecasts with those of an image persistence forecast, where the fh-minute persistence
forecasts are obtained by assuming the cloud map at to persists statically until fh minutes later.
Cap error was therefore defined as:

€cap = ;—mp x 100%, Equation 2
which describes the forecast error obtained by cloud advection (Figure 17d) divided by the
error obtained if the image at t, was assumed to persist until t, + dt (no advection). An

ecap < 1 implies that the cloud advection improves the forecast compared to persistence.

Figure 17 - The forecast cloud map (b) is produced by advecting the cloud map at time t, (a) in the
direction of the motion vector (indicated by the red arrow). To determine the forecast error (d), the future
cloud map at time t, + 30 seconds (c) is compared to the forecast (b). Blue and red colors in (d) show
forecast errors (blue: pixel forecast cloudy and but actually clear; red: pixel forecast clear but act